
Introduction to Visual AI for Cultural 
Heritage

Dr. Giles Bergel
Visual Geometry Group, Department of Engineering Science, University of Oxford

Les Futurs Fantastiques 2021

2/12/2021



Agenda 

1. Presentation 40 mins

2. Independent tryouts 60 mins

3. Discussion 20 mins

4. After the workshop, feel free to get in touch!



About me

http://www.printing-machine.org



My organisation

http://www.robots.ox.ac.uk/~vgg/





My role

“To carry out research applying visual AI in the humanities… To 
disseminate the research outputs to appropriate communities in the 
humanities and cultural heritage fields… and to communicate back 

research questions, ideas for new development, feature requests etc…”



Why cultural heritage?
• Cultural heritage (or LAM) organisations have large datasets 
and good-quality metadata.

• Many humanities research questions have been difficult to 
address computationally, and are intrinsically interesting

• An academic research collaboration can be mutually 
beneficial and demonstrate impact. Impact may include new 
research findings, better metadata, improved collections 
management, refinements to methods and software… or 
entirely new research questions.



AI is not just algorithms  

• Algorithms (i.e. software)

• Computing resources (storage, hardware) 

• Datasets (for training and testing)

• Curation (of training data and outputs)



Evolution of VGG tools: from research software..



… to releases for a wider public 

http://www.robots.ox.ac.uk/~vgg/software/



Common computer vision tasks

• Comparison (spotting the differences between images)

• Matching (finding out what images have in common)

• Classification (describing what is in an image – its 

content or subject)

• Facial recognition (combines some elements from the 

above)
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Spot the difference…?

https://collation.folger.edu/2013/04/first-folios-online/



Spot the difference (2)

Shakespeare First Folio Works (1623): Bodleian and Boston Public Library copies



Spot the difference (2)

Shakespeare First Folio Works (1623): Bodleian and Boston Public Library copies



Visualising variance with Traherne



Software - http://www.robots.ox.ac.uk/~vgg/software/traherne/



http://www.robots.ox.ac.uk/~vgg/software/imcomp/

http://www.robots.ox.ac.uk/~vgg/software/imcomp/


Maps and music



Engraved illustrations



Comparing Curved Pages



Common computer vision tasks

• Comparison (spotting the differences between images)
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content or subject)

• Facial recognition (combines some elements from the 

above)





Image matching

robots.ox.ac.uk/~vgg/software/vise Image-matching with SIFT features within a ‘bag of visual words’



What are SIFT features?

• Geometric features, defined by differences in texture

• These features are scale invariant (size doesn’t matter)

• These features survive rotation and skewing, but not 
flipping or warping [without modification], so features  
within images to be matched must be on the same 
plane (e.g. details of the façade of a building)



What is a ‘bag of visual words’?

Counterpart to statistical models of words in texts



Matching logos in BBC video

https://www.robots.ox.ac.uk/~vgg/research/on-the-fly/

https://www.robots.ox.ac.uk/~vgg/research/on-the-fly/


Finding printed illustrations

http://ballads.bodleian.ox.ac.uk http://15cbooktrade.ox.ac.uk/illustration/

http://ballads.bodleian.ox.ac.uk/
http://15cbooktrade.ox.ac.uk/illustration/


What else can VISE match?

• Tiled surfaces, mosaics, coins, stamps, seals, printing 
surfaces (i.e. blocks and plates) and their offprints..

• Duplicate image files where there are small differences 
(changes in file format, rotation, size, filename…)



Matching of woodblocks – pre-
processing



Matching of woodblocks – post-
processing 



James Basire, Monument of Eleanor, Queen of England, James Basire, Bodleian 
Library Gough Copperplates d.12



Matching the plate to an offprint



Deduplication – Ashmolean Museum case study



Offline use-case: deduplication of Ashmolean Museum studio images



Common computer vision tasks

• Comparison (spotting the differences between images)

• Matching (finding out what images have in common)

• Classification (describing what is in an image – its 

content or subject)

• Facial recognition (combines some elements from the 

above)





Deep learning with a Convolutional Neural 
Network (CNN)

https://www.aldec.com/en/company/blog/177--how-to-develop-high-performance-deep-neural-network-object-
detectionrecognition-applications-for-fpga-based-edge-devices



Training by example: the VGG ArtUK search system

http://www.robots.ox.ac.uk/~vgg/research/art_search/

http://www.robots.ox.ac.uk/~vgg/research/art_search/


http://www.robots.ox.ac.uk/~vgg/research/art_search/

Case study: ARTUK (formerly Your Paintings) 











Misclassification – not dogs, but horses



Misclassification – a two-part explanation

a. Dogs and horses are visually somewhat similar

b. Dogs and horses co-occur in the training data: it is insufficiently 
granular for the classifier to learn features that are only specific to dogs



Object Detection

Detecting people, buses and umbrellas with the EfficientDet object 
detector trained on the COCO dataset

Object detection – a 
method in computer 
vision in which the goal 
is to predict a bounding 
box containing a specific 
class of object.

I.E. – localised image 
classification



Retraining EfficientDet on NLS Chapbooks dataset 
with VGG List Annotator (LISA) software

https://gitlab.com/vgg/lisa



Positive results



Two false positives and one false negative

missed detectionfalse detectionfalse detection caused by semi-
transparent blank page

Question: how 
can we explain 
what we are 
looking for in 
terms that 
computers can 
understand?



Current research – detection and classification of regions within images 
– training using VGG Image Annotator (VIA)

Envisioning Dante: collaboration  with Dr. Guyda Armstrong, University of 
Manchester 



Image Segmentation – comparison of architectures

Image courtesy Suny Shtedritski (VGG)



Common computer vision tasks

• Comparison (spotting the differences between images)

• Matching (finding out what images have in common)

• Classification (describing what is in an image – its 

content or subject)

• Facial recognition



https://www.bl.uk/collection-guides/television-and-radio-news

British Library Broadcast News collaboration



http://www.robots.ox.ac.uk/~vgg/research/person_id_in_video/



Face/painting recognition



Face/painting ‘nearest neighbor’ search



http://www.robots.ox.ac.uk/~vgg/research/face_paint/



http://www.robots.ox.ac.uk/~vgg/research/face_paint/



Racial and gender bias in  facial recognition

Joy Buolamwini, ‘ How I’m fighting bias in algorithms’,TedX talk (2017), www.poetofcode.com



An (inadequate) excuse

Brendan F. Klare et al., Face Recognition Performance: Role of 
Demographic Information, 7 IEEE Transactions on Information 
Forensics and Security 1789, 1797 (2012)

Several technologists we spoke to mentioned that 
photos of people with darker skin tend to have less 
color contrast, making it harder to extract the 
features that [some] algorithms use to compare 
faces.



Skin tone and media bias

Roth, Lorna. Looking at Shirley, the Ultimate Norm: Colour Balance, Image Technologies, and 
Cognitive Equity. Canadian Journal of Communication,  v. 34, n. 1, mar. 2009. 



Addressing bias



Ethnicity classification

Fu, Siyao, Haibo He, and Zeng-Guang Hou. "Learning race from face: A survey." IEEE 
transactions on pattern analysis and machine intelligence 36.12 (2014): 2483-2509



Ethnicity classification (2)

https://ntechlab.com



Ethnicity classification (3)

https://www.kairos.com/blog/ethnicity-diversity-how-we-detect-it-and-why-it-matters



Test and training data for critical AI studies

Joy Buolamwini and Timnit Gebru. "Gender shades: Intersectional accuracy disparities in 
commercial gender classification." Conference on Fairness, Accountability and Transparency. 
2018



Questions?



Slides, worksheet and demo data 

tinyurl.com/FF21VISUAL-AI

https://tinyurl.com/FF21VISUAL-AI


Contacts 

VGG - http://www.robots.ox.ac.uk/~vgg/

Me – giles.bergel@eng.ox.ac.uk Twitter- @ChapBookPro

http://www.robots.ox.ac.uk/~vgg/
mailto:giles.bergel@eng.ox.ac.uk

