
Dealing with data issues for AI-supported Image 
Analysis in Cultural Heritage: concrete cases and 
challenges

Live document for references & questions
at  https://bit.ly/31qncRH 

https://bit.ly/31qncRH


Colour vision, Paul Grigg, Wellcome Collection, United Kingdom, CC BY

Dealing with data issues 
in Cultural Heritage - 
Cases at Europeana
José E. Cejudo | FF21



TEXT SLIDE w/ BOX
Introduction

Working with large Cultural Heritage collections 
is challenging
Reminder: Europeana gathers over 50M digitized 
objects from 3,500+ libraries, archives, museum: 
photos, paintings, sculptures, books, houses, 
songs, newspapers, movies, shoes….

Machine learning technologies can be used to 
improve the quality of both data and metadata

They can also help to automate certain parts of 
the data curation process and make the work of 
curators easier



TEXT SLIDE w/ BOXMotivation:
● Raise quality of 

metadata
● Raise quality of 

content
● Enhance discovery 

experience

Target vocabulary: 20 
concepts from Getty’s 
AAT

Training dataset: 60k 
images 

Image tagging pilot

Learn more:
● Blog post 1, post 2, post 3
● Github repository
● Colab notebook

https://pro.europeana.eu/post/introducing-our-image-classification-pilot
https://pro.europeana.eu/post/training-our-image-classification-model
https://pro.europeana.eu/post/concluding-the-europeana-image-classification-pilot
https://github.com/europeana/rd-img-classification-pilot
https://colab.research.google.com/drive/1B3S_DYQ6UtCYGaScygcf_BZa0Ifml4SR?usp=sharing#offline=true&sandboxMode=true
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Image tagging pilot

Crowdsourcing campaign in Zooniverse 
with more than 9000 objects

The goal is to obtain labels for training an 
image classification model

Link to campaign

https://www.zooniverse.org/projects/rd-europeana/europeana-image-classification-pilot


Snell, A practical guide to the examination, Wellcome Collection, United Kingdom, CC BY

What if we just 
can’t afford 
training such 
custom engines?
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Image tagging with commercial services

Some computer vision services:
● Google Vision API
● AWS Rekognition
● Microsoft Azure Vision
● IBM Watson Visual 

Recognition

Large vocabulary for general 
domain, including relevant 
terms for Cultural Heritage

Huge potential for enrichment
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Comparison custom vs commercial

There are some cases where there is 
not an available service for a certain 
task, and therefore a custom model is 
the only option

There are other cases where creating a 
custom model is not possible due to 
the annotation, development and 
computing costs, and therefore a 
service is the only option (in case it 
exists for that particular task!)

Custom model Commercial 
service

Control over 
target

Domain specific

Evaluation set 
available (split 
from training 
data)

Readily available



Snell, A practical guide to the examination, Wellcome Collection, United Kingdom, CC BY

Exploring other 
application cases
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Watermark detection

Some data providers 
include images with 
watermarks

We would like to identify 
and flag these images

Colab notebook

https://colab.research.google.com/drive/1DwpgLaF8Tg3Co7kg0iA9JCvL21V9scVX?usp=sharing
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Super resolution

Many thumbnails at Europeana have very low resolution

We would like to artificially increase the resolution of these images using Machine 
Learning

Colab notebook

Original image Enhanced image

https://colab.research.google.com/drive/1PKIL61F_kFaMSYrWAPZ2vRhtIDc1q1rl?usp=sharing
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Image similarity

Similarity between content of images can 
be used for several applications:
● Recommendations
● Clustering 
● Duplicate detection

Self-supervised learning can be used to 
find embedding vectors, which are 
useful for calculating similarity 
between images
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Image recommendation

Self-supervised model trained on ~60k 
images from our collections

Embeddings are useful for 
recommendation of objects based on 
visual features

Given a query image, we can get its vector 
and obtain the closest neighbour vectors. 
The images associated with the closest 
vectors are the recommendation

Demo notebook

https://colab.research.google.com/drive/1zI6H7qFM23F1x_5g2avaLBGI6Xp3P_5o?usp=sharing


Data curation
Clustering can be used for 
dividing image collections 
into groups according to 
similarity

This can give a quick 
overview of the contents 
and help with curation 
tasks

Similar or identical objects can be 
aggregated by our providers. 

We would like to detect duplicate objects to 
avoid redundancies and poor collection 
quality
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How can we work 
on this as a 
community?
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Experiment sharing

We find Google Colab 
quite useful for 
prototyping and sharing 
experiments

https://colab.research.google.com/notebooks/welcome.ipynb?
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Data sharing

We have created a Europeana 
community in Zenodo

We upload datasets and 
documentation about projects related 
to Europeana

https://zenodo.org/communities/europeana/?page=1&size=20
https://zenodo.org/communities/europeana/?page=1&size=20
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Future work and discussion

Future plans

● Cost-benefit analysis of experiments
● Continuing development and start working on 

deployment
● Reporting to European Commission
● Python interface (Demo notebook, Github repository)

Discussion items

● What data issues have you encountered?
● Have you used machine learning to solve them? 
● What problems have you solved with custom models? 

When did you use commercial services?
● Do you reuse data from other CHIs?
● How do you share your data and experiments? 

Prototype of a python client library 
for the Europeana Search API

https://colab.research.google.com/drive/1VZJn9JKqziSF2jVQz1HRsvgbUZ0FM7qD?usp=sharing
https://github.com/europeana/rd-europeana-python-api
https://pro.europeana.eu/page/search
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Co-financed by the Connecting Europe 
Facility of the European Union
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Challenges for object detection data 
in the Saint George on a Bike project

Antoine Isaac (with slides from José E. Cejudo and Eleftheria Tsoupra)



The Saint George on a Bike project

Project partners
● Barcelona Supercomputing Centre
● Europeana Foundation

Objective
Adapt AI processes/models for CH

Focus
● Type of object: especially paintings
● Period: 12th-18th century
● Theme: religious art & mythology
● Object detection & caption generation

https://www.bsc.es/
https://pro.europeana.eu/about-us/foundation


Data sources for object detection training

The project has assembled a training dataset of ~16k objects
● Manually annotated and then using first results to produce more annotations 

semi-automatically
● Coming from various sources - including some aggregators

Challenges
● Availability of appropriate data
● Provenance management
● Link rot
● Rights
● Balance of selection
● Duplicates



AI can also help data curation



AI can also help data curation

Grouping based on distance between images
Can support general dataset inspection, e.g. to detect biases or format/genre outliers



AI can also help data curation

Duplicate detection based on distance between images
Can support specific cleansing



Co-financed by the Connecting Europe 
Facility of the European Union

www.saintgeorgeonabike.eu

Thank you!
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Outline

Creation of ground truths

Evaluation of models

Conclusion



GallicaPix 
Motivations

● Hybrid retrieval PoC (2017-) on 
iconographic material 

● Enhance discovery experience 
using text, bibliographic metada, 
content-based image metadata

● WW1 theme: 220 k illustrations, 
65 k illustrated ads

● Deep learning demonstrator: locally 
trained models, AI platforms and tools 
(commercial, open source)

● IIIF from end-to-end

Project: https://gallicapix.bnf.fr

https://www.newseye.eu
https://gallicapix.bnf.fr/rest?run=findIllustrations-app.xq&start=1&action=first&module=1&locale=fr&similarity=&rValue=&gValue=&bValue=&mode=&corpus=1418&sourceTarget=&keyword=&kwTarget=&kwMode=&typeR=R&title=&author=&publisher=&fromDate=&toDate=&iptc=00&illTech=00&illFonction=00&illGenre=00&persType=00&classif1=&CBIR=*&classif2=avion&CS=0.6&operator=and&colName=00&size=31&density=13


GallicaPix 
The ETL pipeline

BaseX
database + 
XQuery + 

REST + IIIF

OCR ● Trained models for illustration 
technique/function classification 
(engraving, map…)  and noise 
filtering (false+ from OCR and digital 
library data)

● Multi-object classification and 
object/face detections  (IBM, 
Google, open source models)

WW1 
theme



GallicaPix 
Ground truth

● Using the digital library resources, collecting 
hundreds of images for technic/function 
classification or image content classification on 
20th c. is easy.

● We bootstrapped some classes creation: e.g. 
maps in newspapers with the Gallica maps collection

● IIIF is a blessing for managing GT metadata and 
accessing images! Size of images needed for specific 
tasks can be tuned with a IIIF parameter.

● Everything is stored as XML data and exposed on 
api.bnf.fr. More recently, we started to deliver our 
GTs using standards for ML computer scientists (e.g. 
COCO, Pascal VOC) 

technic/function GT 

maps class GT 

noise 
classes

https://gallicapix.bnf.fr/rest?run=findIllustrations-app.xq&start=1&action=first&module=1&locale=fr&similarity=&rValue=&gValue=&bValue=&mode=&corpus=1418&sourceTarget=&keyword=verdun&kwTarget=&kwMode=&title=&author=&publisher=&fromDate=&toDate=&iptc=00&illTech=00&illFonction=carte&illGenre=00&persType=00&classif1=&CBIR=*&classif2=&CS=0.25&operator=and&colName=00&size=31&density=13


GallicaPix 
Evaluation of technic/function classification (1/n)

● 1 illustration class deducted from 12 (Inception)
● Recall/accuracy measures and 

confusion matrix (around 90-95%)
● Visual quality control using the GallicaPix GUI to 

assess the  quality from the user’s point of view
Notes: 

● Automatic classification of type/function can 
be challenging (drawing/engraving; ornament/ 
drawing)

● 95% seems good but from the user’s point of 
view, it means a lot of errors that are (visually) 
obvious



GallicaPix 
Evaluation of illustration content classification

● n infered classes from m classes (80 for YOLO, 
thousands for Google and IBM visual  APIs)

● Recall/accuracy measures on class samples 
related to the theme (soldier, plane, tank...) 
Recalls: 50-70%. 

● User test campaigns (in-house, public) + survey
Notes:

● No multiclasses GT available (time consuming 
to produce). Global recall is hard to evaluate.

● Proprietary APIs give usable results on content 
dating back to 1910-1920. But they have 
different vocabularies; lack of structure; 
noisy.
  

IBM Watson Visual Recognition API



GallicaPix 
Evaluation of illustration content classification

● Quantitative evaluation 
of hybrid search on soldier class

● GT: random selection of 1k imagess+.
+ manual annotation of the 
presence of soldiers

  
R

ec
al

l

Textual metadata
(catalog, OCR)

IBM Watson API

Trained model on 
soldier (Watson API)

Hybrid

https://gallica.bnf.fr/iiif/ark:/12148/bpt6k4602835t/f8/2846,3575,1439,1833/1000,/0/native.jpg


GallicaCIP
Motivations

● R&D project on Classification of
Heritage Images (2019)

● Zoology corpora extracted 
from Mandragore enlighted 
manuscripts database:
24k images, 42k annotations,
400 species taxonomy

● Images from all cultures 
and periods: commercial APIs 
failed on domain specific 
collections 
  



GallicaCIP
Ground Truth

● Data sparsity issue: phylogenetic grouping 
of species (30 classes)

● Data augmentation of under-represented 
classes with Gallica images
  



GallicaCIP
Ground Truth

● Annotation of images: 1.877 images, 
8k bounding boxes, 100 images min 
per class using labelImg 
(https://github.com/tzutalin/labelImg)

Note:
● Annotation and labelling is much more 

challenging on specialised collections 
and/or before premodern area 

● Curators are needed!

  



GallicaCIP
Evaluation

● Transfert training of a Faster R-CNN model 
pretrained on the iNaturalist database

● Evaluation on the raw iNaturalist model 
(bad results)

● Evaluation on different patch 
sizes (good results for medium 
size patches) + post-processing
of patches

Note:
● The evaluation of the service 

rendered by this model is difficult because 
we had to tighten the taxonomy

  



GallicaSnoop
Similarity search 

● Application of the SNOOP visual
engine to cultural heritage (2020-) 

● 1.2M Gallica images ingested (IIIF) 
● Human-in-the loop approach: 

large user test campaign 
(in-house, public) 

Note:
● No ground truth produced, no formal 

quality evaluation:
○ Subjectivity: what is similarity?
○ Method? Project: https://snoop.inria.fr/bnf/

https://snoop.inria.fr/bnf/
https://snoop.inria.fr/bnf/login


REMDEM R&D project
Writer identification 

● Identification of scribe on 
50k music scores (2020-): 

● GT creation with a IIIF compliant 
collaborative annotation tool:

○ toolbox for annotation
○ taxonomy management 

functionality

  https://gallica.bnf.fr/iiif/ark:/12148/btv1b52502403
w/f2/1622,2755,145,118/pct:50/0/native.jpg

Tag: F clef

https://www.dicen-idf.org/projet-recherche-opahh-iiif/

https://gallica.bnf.fr/ark:/12148/btv1b52502403w/f2.item
https://gallica.bnf.fr/iiif/ark:/12148/btv1b52502403w/f2/1622,2755,145,118/pct:50/0/native.jpg
https://gallica.bnf.fr/iiif/ark:/12148/btv1b52502403w/f2/1622,2755,145,118/pct:50/0/native.jpg
https://gallica.bnf.fr/ark:/12148/btv1b52502403w/f2.item
https://www.dicen-idf.org/projet-recherche-opahh-iiif/


What’s next? 

● GallicaSnoop available as a BnF DataLab’s 
service (2022) for digital humanities projects

● The GallicaPix approach deployed throughout 
Gallica (2023-2025)

● IIIF API version 3.0 implemented (2023) to provide 
easier access to audio and video content

  

https://gallica.bnf.fr/ark:/12148/btv1b53024091c.r=Sanatoir%20a%C3%A9rien%20du%20docteur%20Farceur%2C%20bureau%20volant%20de%20mariage%2C%20police%20a%C3%A9rienne?rk=21459;2


Conclusion 
Data, AI models and library projects
Data

● Data from catalogs and digital libraries, the IIIF protocol and its ecosystem are valuable aids for 
data collection, training and evaluation.

● Most of the time, curators need to be embedded into  the ML workflow, from the very beginning.
● Much training data is already available in the GLAM and digital humanities communities, 

but GLAM practitioners and CS teams may not be aware of it. 
Evaluation

● CS are working on datasets, they want to improve the state of the art or break down scientific 
barriers. GLAM are dealing with collections and they must improve/build services.

● Evaluation from the service/user’s point of view is difficult. 
● Automatic visual indexing generates errors. Do we need (crowdsourcing) correction?
● Heterogeneous visuel collections are difficult to handle (time periods, techniques, domains)
● Lots of opened questions, but at the very least, we need use cases, curators and users!



Thanks!

Resources:

• https://api.bnf.fr

• https://gallicapix.bnf.fr

• https://snoop.inria.fr/bnf/

• https://github.com/altomator/III
F/

jean-philippe.moreux@bnf.fr



The GallicaPix PoC 
Advantages of using IIIF in a R&D activity 

● API facilitates the development of prototypes: Gallica APIs + Gallica IIIF Image 
● Interoperable standards like IIIF allowed us to work on multiple collections: 

Europeana APIs + The Welcome Collection IIIF repository 
● Instant access to images: no more files! 

○ Digging in images with URLs
○ Training datasets, GT... are stored as metadata, 

not image files
○ Size of images needed for specific task can be 

tuned with a IIIF parameter
○ Commercial APIs are directly feed with IIIF URLs
○ Rendering of results (quality control) is very easy: 

rotating, sizing, cropping with URLs

https://gallica.bnf.fr/iiif/ark:/12148/bpt6k9604090x/f1/22,781,4334,4751/,700/0/native.jpg

