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Public collection's tasks concerning manuscripts

● describe, provide metadata, ingest
● archiving, long-term preservation
● make it accessible to the public

… is different in the digital age



New challenges, problems

● coordination of the digitisation
● integration of digital humanities tools 
● reconciling the collection and the digital humanities 

approach 
● providing human resources (e.g. transcription of text)

→ solutions: universal and individual

● A universal framework for public collections of 
manuscripts. 

● Editorial environment

NOW, 
WHAT…?



Common denominators

● Develop the digitizing 
rules

● Establishing naming 
conventions

● Creating records and 
statements of project 
resources

● Schedule
● Setting up a content 

management 
environment

● Selection of tools
● Assigning roles
● Workflow planning

First steps
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Stats

The scale: 
● 261 correspondent József Kiss
● 1422 addressee József Kiss
● ~1700 (1683) letters in total

State of coverage (approx.)
● 40% loaded in Transkribus
● 30% only digitized
● 30% waiting for digitization

HTR model
● first the handwriting of József Kiss
● currently experimenting with miscellaneous 

handwritings from the correspondence



Level of 
publication Double-layered pdf version with the transcribed 

text
● Full-text search in the catalogue
● Filter options

1.0 OPAC



Filter 
options



Full-text search





Double-layered PDF



Level of 
publication TEI-XML publication: text-image linking. Multiple view 

options.

2.0
dHUpla



www.dhupla.hu



Text-image linking



Multiple view options



Traditional representation 



Filtering based on the metadata and annotation



The role of the HTR

● First Hungarian public handwriting 
recognition model

● Building increasingly general 
models  

● Creation of dictionaries





Segmentation



Connected lines



Handwritten Text 
Recognition



Official How to’s and videos are available on 
the Transkribus webpage

https://transkribus.eu/wiki/images/3/34/How
ToTranscribe_Train_A_Model.pdf 

What do you need?

● HTR model for a given language OR
● Transcribed manuscript document 

containing at least 5000-15000 words

https://transkribus.eu/wiki/images/3/34/HowToTranscribe_Train_A_Model.pdf
https://transkribus.eu/wiki/images/3/34/HowToTranscribe_Train_A_Model.pdf


What makes a model good?

If the corpus consists of texts
● written by one hand
● written roughly in the same period
● one type of medium or genre (e.g. diary, 

correspondence, account book, etc.)



Creating HTR model

Trainig set 
(90%)

Validation set 
(10%)

Base Model



Model datasheet
● name and language
● description
● parameters: 

● number of epochs
● whether there is a Base Model
● number of lines and words

CER = Character Error Rate

● Y-axis ↑ the accuracy in Character Error Rate

● X-axis → the number of Epochs

● blue line: progress of the learning Training Set. 

● red line: the progress of the evaluation on the Validation Set.



Training models – the results on one handwriting

Model Name Train Set Validation set Epoch
CER on 

Validation Set

CER on Train 

Set
Training Time

KEZ17_Kiss József kézírása_1 455 42 75 7,39% 4,79% 2h 47m

KEZ17_Kiss József kézírása_2 455 42 100 7,15% 3,81% 3h 34m

KEZ17_Kiss József kézírása_3 455 42 125 7,11% 2,99% 4h 17m

KEZ17_Kiss József kézírása_4 455 42 150 7,01% 2,58% 5h 14m

KEZ17_Kiss József kézírása_5 455 42 200 6,94% 2,13% 6h 53m



6,94%



Improvement options
● increase the amount of data
● Use Base Model (for larger corpus)
● incorporation of dictionaries
● manually modifying the shape of polygons / preserving their original shape
● avoid over-learning and bias (do not mix the data from the training set and the validation 

set for different models, as this can lead to false-positive results in the percentage of the 
character error rate value.

● selection of more representative training and validation sets
● increase the number of epochs (may be time-consuming)
● use language model ( automatically built from training data/custom dictionary)



Training models – the results on mixed 
handwriting

Model name Selection Technology Base model Training Set 
(pages)

Validation 
set 
(pages)

Epoch CER on 
Train Set

CER on 
Validation 
Set

Vegyes kézírás_9 aut 10% (2) HTR+ NO 481 53 150 4.69% 12.38%

Vegyes kézírás_18 aut 10% (2) HTR+ YES (6.94%) 481 53 150 8.28% 12.34%

Vegyes kézírás_13 manu (1) HTR+ YES (6.94%) 484 54 150 4.06 % 10.11 %

Vegyes kézírás_15 manu (1) HTR+ NO 484 54 150 5.1 % 10.92 %



Next steps

1. HTR-integration into 
workflow

2. Creating new models 
(e.g. Zsigmond Móricz 
correspondence)

3. Building a better and 
better general 
Hungarian model

4. Publishing models (in 
progress)



…for your attention!


