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Our Central Objective

@ Develop Al systems for records and archives competently and
efficiently while maintaining the nature and trustworthiness of
the records
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o Break down archival functions into Al
tasks

» Good tasks are ones clearly defined
o Proceed from simple to complex
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Methods & Tools

» Develop Al methods to tackle tasks

« Focus: SOTA, explainable,
interpretable
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o ldentify, acquire, and develop data

» Several questions, e.g., ethics,
privacy, ownership, respect,
community norms
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Evaluation

o What are measures of success?
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Human Resources

» A major training component

» Talks, tools, workshops,
courses, tutorials, etc.
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Artificial Intelligence

Artificial Intelligence

Machine Learning

Deep Learning
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Deep Learning
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r Scientific Discovery

Biology Astronomy
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Image, Speech, and Language Processing

Image Captioning

Speech

Machine Translation

hitps-/iresearch.googleblog.com/
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https /iresearch.googleblog.com/ hittps /iresearch.googleblog.com/

Arnzate: meresal
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Named Entity Recognition (NER)

Albent Einstoin was dor in [ITLGSN n
- on March 14, 1879. Six weeks later the family moved o

- . where he iater on began his schooling at the -

) - - o
- In - 1o be trained as a teacher in physics and

mathematics,

a license book conserved at the Archives of the Cathedral of Barcefona)
Source: htps://irc.ove.uab.es,
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Topic Modeling

Topic modeling provides methods for automatically organizing, understanding,
searching, and summarizing large electronic archives.

© Discover the hidden themes that pervade the collection.
@ Annotate the documents according to those themes.
@ Use annotations to organize, summarize, and search the texts.

(Slide credit: Dayid Blei)
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Text Classification

7

Collection {labelB}

| | L fod)

(1) Just got chased through my house with a bowl of tuna
fish, = ing. [Disgust]

{2) 1 love waiting 2 hours to see 2 min. Of a loved family

members part in a dance show « #sarcasm [Sarcastic]

(3) USER Awww « CUPCAKES SUCK IT UP. SHE
LOST « «GETOVERIT & « [Offensive]
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Descriptions of Visual Archives

(Google image search)
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Machine Translation

® (1) MSAEA G (o) Jas (el
1 want hard work, guys.
Iwanta rigid job, Jadaan.
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Image Captioning

A dog is standing on a hardwood floor. A stop sign is on a road with a
e mountain in the background

A little girl sitting on a bed with A group of people sitting on a boat A giraffe standing in a forest with
a teddy bear. in the water, trees in the background

(Xu et al., 2016)
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Museum Image Captioning
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(Sheng & Moens, 2019 )
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Active Research

Contrastive Learning

Negative f N
A":h(,’,',x—JO LEARNING P
e *— Negative
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Educational Platform

(https://github.com/UBC-NLP/itrustai-tutorials)

Al and ML Tutorial Repository

This repository houses tutorials created for the iTrustAl SSHRC Partnership Grant. These tutorials will grow over time and will be used in
hands-on workshops for training purposes.

Natural Language Processing

Natural Language Processing (NLP) is the field focusing on ping methods and tools for standing and generating human language.
As such NLP actually covers & wide range of technologies, with many different applications, that are often used in concert with one other. For
instance, a type of text classification such as sentiment analysis might try to utiize part of speech {POS) tagging to disambiguiate word
meaning through the POS tag, and therefor improve performance on the text classification task. In this section we will introduce code 1o train
models for many of the core NLP tasks.

Part of Speech (POS) Tagging
Category Descriptions Link
1 POSTagging POS with spaCy notebook

2 POSTagging  Train BiLSTM with PyTorch from Scratch  notebook

3 POSTagging Finetune with BERT from Scratch notebook
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https://github.com/UBC-NLP/itrustai-tutorials

www.interparestrustai.org
@itrustai
www.facebook.com/interparestrust
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